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(Adam Grant. 2021. Think again’ the power of knowing what you don’t know. VIKING.)
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According to the passage, what do leaders often fail to do about psychological safety?
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For decades, the lines between the role of teachers and computers have been discussed in education, for example, in debates
using terms such as “computer-aided instruction,” “blended instruction,” and “personalized learning.” Yet, how are
instructional choices made in systems that include both humans and algorithms? Today, Al systems and tools are already
enabling the adaptation of instructional sequences to student needs to give students feedback and hints, for example, during
mathematics problem solving or foreign language learning. This discussion about the use of Al in classroom pedagogy and
student learm'ng. will be renewed and intensify as Al-enabled systems and tools advance in capability and become more
ubiquitous. ‘

Let’s start with another Sfmple example. When a teacher says, “Display a map of ancient Greece on the classroom screen,”
an AT system may choose aﬁnoug hundreds of maps by noting the lesson objectives, what has worked well in similar classrooms,
or which maps have desirable features for student learning. In this case, when an Al system suggests an instructional
resource or provides a choice among a few options, the instructor may save time and may focus on more important goals.
However, there are also forms of Al-enabled automation that the classroom instructor may reject, for example, enabling an Al
system or tool to select the most appropriate and relevant readings for students associated with a historical event. In this
case, an educator may choose not to utilize Al-enabled systemé or tools given the risk of Al creating false facts “hallucinating”)
or steering students toward inaccurate depictions of historical events found on the internet. Educators will be
| | like these daily.

Computers process theory and data differently than humans. AT’s success depends on associations or relationships found

in the data provided to an algorithm during the AT model development process. Although some associations may be useful,
others may be biased or inappropriate. Finding bad associations in data is a major risk, possibly leading to algorithmic
discrimination. Every guardian is familiar with the problem: A person or computer may say, “Our data suggests your student
should be placed in this class,” and the guardian may well argue, “No, you are using the wrong data. [ know my child better,
and they should instead be placed in another class.” This problem is not limited exclusively to Al systems and tools, but the
useof Al modelscan ( (@ ) the problem when a computer uses data to make a recommendation because it may appear to
be more objective and authoritative, even if it is not.

Although this perspective can be useful, it can be misleading. A human view of agency, pursuing goals, and reasoning
includes our human abilities to make sense of multiple contexts. For example, a teacher may see three students each make
the same mathematical error but recognize that one student has an Individualized Education Program to address vision issues,
another misunderstands a mathematical concept, and a third just experienced a frustrating interaction on the playground;
the same instructional decision is therefore not appropriate. However, Al systems often lack data and judgement to
appropriately include context as they detect patterns and automate decisions. ( @ ) , case studies show that technclogy
has the potential to quickly derail ﬁom safe to unsafe or from effective to ineffective when the context shifts even slightly. TFor
this and other reasons, people must be involved in goal setting, pattern analysis, and decision-making.

(Miguel A. Cardona, Ed.D., Roberto J. Rodriguez, Kristina Ishmael. 2023. Artificial Intelligence and the Future of Teaching
and Learning’ Insights and Recommendations. U.S. Department of Education, Office of Educational Technology.)
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When you work as a teacher, what are two or more factors you will consider before making a decision to use an Al system

or tool in your class?
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